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Abstract 

The standard particle filter (PF) algorithm has the issue of particle diversity loss caused by particle degradation and resampling, 
which makes it impossible for particle samples to accurately represent the true distribution of state probability density function. 
Particle swarm optimization (PSO) algorithm can effectively improve the particle degradation problem of particle filter namely, 
PSO-PF, but its fitness function is greatly affected by the variance of measurement noise, and is easy to fall into local optimal, 
which greatly limits the filtering accuracy. Therefore, this paper proposes an algorithm that combines genetic algorithm (GA) and 
PSO algorithm to improve particle filtering, namely, GA-PSO-PF. This algorithm combines the fast convergence speed of 
particle swarm optimization with the strong global searching ability of genetic algorithm to increase the diversity of particles 
while ensuring the effectiveness of superior particles, and improve the speed and accuracy of finding the optimal solution. 
Experimental results show that the filtering performance of the proposed algorithm is better than PF and PSO-PF, and the 
positioning and tracking accuracy is improved by 54.44% compared with PF and 27.20% compared with PSO-PF. 
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the probability density function of the system with some discrete random sampling points to obtain the minimum 
variance estimation of the state[1]. Not limited by the linear system model and Gaussian distribution hypothesis, it 
has been widely used in computer vision [2], image processing [3] and radar target tracking [4] fields. The 
schematic diagram of the algorithm is shown in Figure 1. However, the standard particle filter algorithm has the 
problem of particle degradation [5], some researchers have proposed a series of improvement methods. Rudolph et 
al. [6] introduced the Unscented Kalman Filter (UKF) method into Particle filtering and proposed the Unscented 
Particle Filter (UPF). Many researchers have also used some intelligent algorithms to optimize the particle filter 
algorithm[7][8][9].  

 
Fig. 1. Schematic diagram of particle filter algorithm. 

Particle swarm optimization (PSO) is an intelligent optimization algorithm, the idea of which comes from the 
study on the predation behavior of birds [10]. It optimizes particle group through cooperation and competition 
between particles, so the movement of the whole group can evolve from disorder to order in the solution space of the 
problem, then the optimal solution of the problem can be obtained [11][12]. Therefore, in order to improve the 
performance of particle filtering, PSO is introduced in this paper to optimize the resampling particle set of PF (PSO-
PF). However, this algorithm takes the difference between the current measured value and the predicted value as the 
evaluation criterion. When the noise variance is high, it directly affects the selection of the optimal particle, resulting 
in the serious deterioration of the filtering performance [13]. To solve the problem of particle degradation, in this 
paper, an adaptive genetic algorithm combined with particle swarm optimization is proposed to improve particle 
filtering (GA-PSO-PF). 

2. Standard particle filter 

Particle filtering uses weighted discrete particles to represent state probability distribution. It is a non-parametric 
approximation technique (density estimation) designed to solve nonlinear filtering problem and is applicable to any 
nonlinear system that can be described by state space model [14].  

In target tracking problems, the state space model of the system can be described as: 
                                                         𝑥𝑥𝑘𝑘 = 𝑓𝑓(𝑥𝑥𝑘𝑘−1, 𝑢𝑢𝑘𝑘),                                                     (1) 
                                                          𝑧𝑧𝑘𝑘 = ℎ(𝑥𝑥𝑘𝑘, 𝑣𝑣𝑘𝑘),                                                       (2) 
where f(.) and h(.) are the state transfer equation and observation equation respectively. xk is the system state at time 
k, zk is the observed value, uk is the process noise, and vk is the observation noise. 

The steps of the standard particle filter algorithm are as follows: 
(1) Initialization: to generate particle set 𝑥𝑥0𝑖𝑖 (i=1,2,…,N) from prior distribution, and the weight of each particle 

is 1/N. 
(2) Importance sampling: to predict the states of all particles, calculate the observed estimates of particles, 

                                                                              �̂�𝑥𝑘𝑘+1 = 𝑓𝑓(𝑥𝑥𝑘𝑘, 𝑢𝑢𝑘𝑘+1),  (3) 
                                                                                 �̂�𝑧𝑘𝑘 = ℎ(�̂�𝑥𝑘𝑘, 𝑣𝑣𝑘𝑘), (4)

update the weights of particles: 
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the probability density function of the system with some discrete random sampling points to obtain the minimum 
variance estimation of the state[1]. Not limited by the linear system model and Gaussian distribution hypothesis, it 
has been widely used in computer vision [2], image processing [3] and radar target tracking [4] fields. The 
schematic diagram of the algorithm is shown in Figure 1. However, the standard particle filter algorithm has the 
problem of particle degradation [5], some researchers have proposed a series of improvement methods. Rudolph et 
al. [6] introduced the Unscented Kalman Filter (UKF) method into Particle filtering and proposed the Unscented 
Particle Filter (UPF). Many researchers have also used some intelligent algorithms to optimize the particle filter 
algorithm[7][8][9].  

 
Fig. 1. Schematic diagram of particle filter algorithm. 

Particle swarm optimization (PSO) is an intelligent optimization algorithm, the idea of which comes from the 
study on the predation behavior of birds [10]. It optimizes particle group through cooperation and competition 
between particles, so the movement of the whole group can evolve from disorder to order in the solution space of the 
problem, then the optimal solution of the problem can be obtained [11][12]. Therefore, in order to improve the 
performance of particle filtering, PSO is introduced in this paper to optimize the resampling particle set of PF (PSO-
PF). However, this algorithm takes the difference between the current measured value and the predicted value as the 
evaluation criterion. When the noise variance is high, it directly affects the selection of the optimal particle, resulting 
in the serious deterioration of the filtering performance [13]. To solve the problem of particle degradation, in this 
paper, an adaptive genetic algorithm combined with particle swarm optimization is proposed to improve particle 
filtering (GA-PSO-PF). 

2. Standard particle filter 

Particle filtering uses weighted discrete particles to represent state probability distribution. It is a non-parametric 
approximation technique (density estimation) designed to solve nonlinear filtering problem and is applicable to any 
nonlinear system that can be described by state space model [14].  

In target tracking problems, the state space model of the system can be described as: 
                                                         𝑥𝑥𝑘𝑘 = 𝑓𝑓(𝑥𝑥𝑘𝑘−1, 𝑢𝑢𝑘𝑘),                                                     (1) 
                                                          𝑧𝑧𝑘𝑘 = ℎ(𝑥𝑥𝑘𝑘, 𝑣𝑣𝑘𝑘),                                                       (2) 
where f(.) and h(.) are the state transfer equation and observation equation respectively. xk is the system state at time 
k, zk is the observed value, uk is the process noise, and vk is the observation noise. 

The steps of the standard particle filter algorithm are as follows: 
(1) Initialization: to generate particle set 𝑥𝑥0𝑖𝑖 (i=1,2,…,N) from prior distribution, and the weight of each particle 

is 1/N. 
(2) Importance sampling: to predict the states of all particles, calculate the observed estimates of particles, 

                                                                              �̂�𝑥𝑘𝑘+1 = 𝑓𝑓(𝑥𝑥𝑘𝑘, 𝑢𝑢𝑘𝑘+1),  (3) 
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                                                                      𝑤𝑤𝑘𝑘
𝑖𝑖 = 𝑤𝑤𝑘𝑘−1

𝑖𝑖 𝑝𝑝(𝑧𝑧𝑘𝑘|𝑥𝑥𝑘𝑘
𝑖𝑖 )𝑝𝑝(𝑥𝑥𝑘𝑘

𝑖𝑖 |𝑥𝑥𝑘𝑘−1
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𝑖𝑖 |𝑥𝑥𝑘𝑘−1
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and normalize the weights: 

                                                                                 �̃�𝑤𝑘𝑘
𝑖𝑖 = 𝑤𝑤𝑘𝑘

𝑖𝑖

∑ 𝑤𝑤𝑘𝑘
𝑖𝑖𝑁𝑁

𝑖𝑖=1
 .                                                                                (6) 

(3) Resampling: to copy or discard the sample according to 𝑤𝑤𝑘𝑘
𝑖𝑖  in order to get a new particle set, with the total 

number of particles remaining unchanged after resampling and 𝑤𝑤𝑘𝑘
𝑖𝑖  equalling 1/N, i = 1, 2,...,N. 

(4) State estimation: to calculate the target state estimation based on the weights and states of all particles, 
                                       �̃�𝑥𝑘𝑘 = ∑ x̂𝑘𝑘

𝑖𝑖𝑁𝑁
𝑖𝑖=1 ∙ �̃�𝑤𝑘𝑘

𝑖𝑖.                                                                                  (7) 
(5) Return to step (2) and continue filtering until the filtering is finished. 
Through the above steps, it is not difficult to find that the resampling process of particle filter will reduce the 

diversity of particles, leading a large error in target state estimation. 

3. PSO-PF 

Particle swarm optimization algorithm can be expressed as: randomly initializing a particle swarm with 
population size m in n-dimensional space, where the position of the ith particle in n-dimensional space is expressed 
as Xi = (xi1, xi2,…,xin), velocity Vi = (vi1, vi2,…,vin). For each iteration, the velocity and position of particles are 
updated according to Equations (8) and (9) by referring to the individual best Pbesti = (pi1, pi2..., pi2) and the global 
best Gbest = (g1, g2,...,gn). 
                     𝑣𝑣𝑖𝑖𝑖𝑖

𝑘𝑘+1 = 𝑤𝑤 × 𝑣𝑣𝑖𝑖𝑖𝑖
𝑘𝑘 + 𝑐𝑐1 × 𝑟𝑟1 × (𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖

𝑘𝑘 ) + 𝑐𝑐2 × 𝑟𝑟2 × (𝑝𝑝𝑔𝑔𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖
𝑘𝑘 ),                  (8) 

                                                                              𝑥𝑥𝑖𝑖𝑖𝑖
𝑘𝑘+1 = 𝑥𝑥𝑖𝑖𝑖𝑖

𝑘𝑘 + 𝑣𝑣𝑖𝑖𝑖𝑖
𝑘𝑘+1,                                                                             (9) 

where, 𝑣𝑣𝑖𝑖𝑖𝑖
𝑘𝑘  is the dth component of velocity vi of the ith particle in the kth iteration, i =1,2..., N, w is inertia coefficient, 

c1 and c2 are acceleration coefficients, r1 and r2 are random numbers obeying U(0,1) distribution. 
In order to overcome the shortcomings of particle filtering, in literature [15], particle swarm optimization was 

introduced into particle filtering to improve the sampling process, reduce particle degradation, and improve the 
accuracy of state estimation and the convergence of the algorithm. PSO-PF algorithm has the following steps: 

(1) Introduce the latest observations into the sampling process and calculate the fitness of each particle, 
                                                              𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = exp [− 1

2𝑅𝑅𝑘𝑘
(𝑧𝑧𝑘𝑘 − �̂�𝑧𝑘𝑘|𝑘𝑘−1

𝑖𝑖 )2],                                                            (10) 

among them, zk is the latest observation value, �̂�𝑧𝑘𝑘|𝑘𝑘−1
𝑖𝑖  is the predicted observation value, Rk is the variance of 

observed noise. 
(2) Take the prior probability of particles as the important density function and initialize the particle swarm, 

                                                                  𝑥𝑥𝑘𝑘~𝑞𝑞(𝑥𝑥𝑘𝑘
𝑖𝑖 |𝑥𝑥𝑘𝑘−1

𝑖𝑖 , 𝑧𝑧𝑘𝑘) = 𝑝𝑝(𝑥𝑥𝑘𝑘|𝑥𝑥𝑘𝑘−1).                                                           (11) 
(3) Calculate the weights of particles and normalize them using Equation (6), 

                                                                       𝑤𝑤𝑘𝑘
𝑖𝑖 = 𝑤𝑤𝑘𝑘−1

𝑖𝑖 𝑝𝑝(𝑧𝑧𝑘𝑘|𝑥𝑥𝑘𝑘−1
𝑖𝑖 ),                                                                         (12) 

update the velocity and position of each particle respectively using Equations (8) and (9). 
(4) Resample the particles. 
(5) State estimate and output the result. 
Although PSO-PF algorithm improves the particle degradation problem to some extent, however, the basic 

particle swarm optimization algorithm itself has poor global searching ability. Such as, it is easy to fall into local 
optimal, is easy to scatter, and is greatly affected by measurement noise, which will affect the filtering accuracy. 
Therefore, in view of the inherent shortcomings of PSO, our previous genetic algorithm [16] is introduced to 
improve the mutation ability of particle swarm optimization, so as to improve the global optimization ability of the 
algorithm and the experimental accuracy. 

4. GA-PSO-PF 

In this paper, adaptive genetic algorithm and particle swarm optimization algorithm are combined to improve the 
particle degradation of particle filter, enhance the diversity of particles, and avoid the algorithm falling into local 
optimal. The steps of GA-PSO are as follows: 

4 Author name / Procedia Computer Science 00 (2019) 000–000 

(1) Initialize the population and set the relevant parameters of the population. 
(2) Calculate the fitness of each particle and record the optimal position. 
(3) Update the velocity and position of each particle. 
(4) The roulette algorithm [17] is adopted to select individuals for crossover and mutation operations of the 

genetic algorithm. If the evolution of a better individual is achieved, the Pbesti or the Gbest will be updated.  
(5) Determine whether the maximum number of iterations is reached. If the conditions are met, the algorithm 

will stop, if not, step 4 will continue. 
The flow chart of GA-PSO-PF algorithm is shown in Figure 2. 

 
Fig. 2. Flow chart of GA-PSO-PF algorithm 

5. Algorithm verification and analysis 

5.1. Experimental simulation environment 

In the two-dimensional space, the initial position, state equation and sensor measurement data of the car are set. 
The car is moved according to the motion equation which is superimposed with the control noise, and the particle 
filter method is used to locate the object. 

5.2. Environmental parameter 

(1) Total number of particles N=200; 
(2) Movement time T=15 seconds, and assume one action per second; 
(3) The size of the sports field is 100×100 m2; 
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(4) State estimation: to calculate the target state estimation based on the weights and states of all particles, 
                                       �̃�𝑥𝑘𝑘 = ∑ x̂𝑘𝑘

𝑖𝑖𝑁𝑁
𝑖𝑖=1 ∙ �̃�𝑤𝑘𝑘

𝑖𝑖.                                                                                  (7) 
(5) Return to step (2) and continue filtering until the filtering is finished. 
Through the above steps, it is not difficult to find that the resampling process of particle filter will reduce the 

diversity of particles, leading a large error in target state estimation. 

3. PSO-PF 

Particle swarm optimization algorithm can be expressed as: randomly initializing a particle swarm with 
population size m in n-dimensional space, where the position of the ith particle in n-dimensional space is expressed 
as Xi = (xi1, xi2,…,xin), velocity Vi = (vi1, vi2,…,vin). For each iteration, the velocity and position of particles are 
updated according to Equations (8) and (9) by referring to the individual best Pbesti = (pi1, pi2..., pi2) and the global 
best Gbest = (g1, g2,...,gn). 
                     𝑣𝑣𝑖𝑖𝑖𝑖

𝑘𝑘+1 = 𝑤𝑤 × 𝑣𝑣𝑖𝑖𝑖𝑖
𝑘𝑘 + 𝑐𝑐1 × 𝑟𝑟1 × (𝑝𝑝𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖

𝑘𝑘 ) + 𝑐𝑐2 × 𝑟𝑟2 × (𝑝𝑝𝑔𝑔𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖
𝑘𝑘 ),                  (8) 

                                                                              𝑥𝑥𝑖𝑖𝑖𝑖
𝑘𝑘+1 = 𝑥𝑥𝑖𝑖𝑖𝑖

𝑘𝑘 + 𝑣𝑣𝑖𝑖𝑖𝑖
𝑘𝑘+1,                                                                             (9) 

where, 𝑣𝑣𝑖𝑖𝑖𝑖
𝑘𝑘  is the dth component of velocity vi of the ith particle in the kth iteration, i =1,2..., N, w is inertia coefficient, 

c1 and c2 are acceleration coefficients, r1 and r2 are random numbers obeying U(0,1) distribution. 
In order to overcome the shortcomings of particle filtering, in literature [15], particle swarm optimization was 

introduced into particle filtering to improve the sampling process, reduce particle degradation, and improve the 
accuracy of state estimation and the convergence of the algorithm. PSO-PF algorithm has the following steps: 

(1) Introduce the latest observations into the sampling process and calculate the fitness of each particle, 
                                                              𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = exp [− 1

2𝑅𝑅𝑘𝑘
(𝑧𝑧𝑘𝑘 − �̂�𝑧𝑘𝑘|𝑘𝑘−1

𝑖𝑖 )2],                                                            (10) 

among them, zk is the latest observation value, �̂�𝑧𝑘𝑘|𝑘𝑘−1
𝑖𝑖  is the predicted observation value, Rk is the variance of 

observed noise. 
(2) Take the prior probability of particles as the important density function and initialize the particle swarm, 

                                                                  𝑥𝑥𝑘𝑘~𝑞𝑞(𝑥𝑥𝑘𝑘
𝑖𝑖 |𝑥𝑥𝑘𝑘−1

𝑖𝑖 , 𝑧𝑧𝑘𝑘) = 𝑝𝑝(𝑥𝑥𝑘𝑘|𝑥𝑥𝑘𝑘−1).                                                           (11) 
(3) Calculate the weights of particles and normalize them using Equation (6), 

                                                                       𝑤𝑤𝑘𝑘
𝑖𝑖 = 𝑤𝑤𝑘𝑘−1

𝑖𝑖 𝑝𝑝(𝑧𝑧𝑘𝑘|𝑥𝑥𝑘𝑘−1
𝑖𝑖 ),                                                                         (12) 

update the velocity and position of each particle respectively using Equations (8) and (9). 
(4) Resample the particles. 
(5) State estimate and output the result. 
Although PSO-PF algorithm improves the particle degradation problem to some extent, however, the basic 

particle swarm optimization algorithm itself has poor global searching ability. Such as, it is easy to fall into local 
optimal, is easy to scatter, and is greatly affected by measurement noise, which will affect the filtering accuracy. 
Therefore, in view of the inherent shortcomings of PSO, our previous genetic algorithm [16] is introduced to 
improve the mutation ability of particle swarm optimization, so as to improve the global optimization ability of the 
algorithm and the experimental accuracy. 

4. GA-PSO-PF 

In this paper, adaptive genetic algorithm and particle swarm optimization algorithm are combined to improve the 
particle degradation of particle filter, enhance the diversity of particles, and avoid the algorithm falling into local 
optimal. The steps of GA-PSO are as follows: 
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(1) Initialize the population and set the relevant parameters of the population. 
(2) Calculate the fitness of each particle and record the optimal position. 
(3) Update the velocity and position of each particle. 
(4) The roulette algorithm [17] is adopted to select individuals for crossover and mutation operations of the 

genetic algorithm. If the evolution of a better individual is achieved, the Pbesti or the Gbest will be updated.  
(5) Determine whether the maximum number of iterations is reached. If the conditions are met, the algorithm 

will stop, if not, step 4 will continue. 
The flow chart of GA-PSO-PF algorithm is shown in Figure 2. 

 
Fig. 2. Flow chart of GA-PSO-PF algorithm 

5. Algorithm verification and analysis 

5.1. Experimental simulation environment 

In the two-dimensional space, the initial position, state equation and sensor measurement data of the car are set. 
The car is moved according to the motion equation which is superimposed with the control noise, and the particle 
filter method is used to locate the object. 

5.2. Environmental parameter 

(1) Total number of particles N=200; 
(2) Movement time T=15 seconds, and assume one action per second; 
(3) The size of the sports field is 100×100 m2; 
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(4) Set the motion equation of the car, let the car move along a curve (including noise), and set the noise as 5 m; 
(5) The initial position of the car is set at the position of (50,20) in the 100×100 m2; 
In the entire 100×100 m2 simulation environment, 200 particles are uniformly distributed, and the geometric 

center of the particle set in the initial state is shown in Figure 3. The car moves according to the given motion 
equation superimposed with noise. After the car moves to the next position, the actual position of the car, the 
positions of the particles after resampling, and the geometric center position of the particles with PF, PSO-PF, GA-
PSO-PF algorithms are shown in Figure 4, and their trajectories are shown in Figure 5. It can be found that the 
tracking performance of particle filter improved by PSO algorithm is better and closer to the real trajectory, while 
GA-PSO-PF algorithm is better than PSO-PF algorithm. 

 
                                      Fig. 3. Initial state                                               Fig. 4. Movement process 
Figure 6 shows the error curves of these algorithms. It is found that the tracking performance of particle filter 

improved by PSO is better, while GA-PSO-PF algorithm converges faster and is more stable than PSO-PF. 

 
                 Fig. 5. Trajectories of each algorithm                       Fig. 6. Error curve of algorithms 

     Table 1. Comparison of mean square error of different algorithms. 

Algorithms Mean Square Error (m) Variance (m) 

  PF       3.376     44.1031 

  PSO-PF       1.4476     2.1657 

  GA-PSO-PF       1.0538     0.3453 

Table 1 shows the mean square error (MSE) and variance statistics of each algorithm after 15 independent 
experiments. It can be seen from the table that the PF algorithm has the highest MSE, followed by PSO-PF 
algorithm, while GA-PSO-PF algorithm is the lowest. The algorithm proposed in this paper has the smallest MSE, 
and the positioning and tracking accuracy is 54.44% higher than PF and 27.20% higher than PSO-PF. Meanwhile, 
the proposed algorithm has the smallest variance and is more stable. 
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6. Conclusion 

In this paper, an improved particle filter tracking algorithm based on intelligent algorithm is proposed to solve the 
problem of particle degradation and scarcity. This algorithm combines the fast convergence speed of PSO with the 
strong global search ability of GA to optimize the particle set before resampling, increases the diversity of particles 
while ensuring the effectiveness of superior particles, and improves the speed and accuracy when finding the 
optimal solution. The simulation results show that compared with the traditional particle filter algorithm and the 
particle filter algorithm improved by particle swarm optimization. The GA-PSO-PF algorithm can better track the 
target and reduce the offset. Experiments show that the algorithm proposed in this paper is better than PF and PSO-
PF in stability and accuracy and has stronger anti-interference and higher tracking accuracy which is 54.44% higher 
than PF and 27.20% higher than PSO-PF. In our future work, we will consider the fusion of Wi-Fi location and 
smartphone sensor location using the GA-PSO-PF algorithm. In addition, we will consider a combination of particle 
filtering and reinforcement learning methods to provide robustness for location failure.  
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